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Abstract 

This paper outlines a systematic approach to improve the precision of 3D reconstructions from blurry point cloud images taken by a 3D camera. 

The process involves thorough 3D scanning, point cloud image alignment and precise 3D robotic pose estimation. Global registration utilizes 

TEASER++, and local registration employs the Iterative Closest Point algorithm for rotation and translation estimation. The alignment results 

are utilized to generate an enhanced CAD model. An accurate 3D robotic pose is determined from the CAD model data. Validation is done using 

LEGO components, benchmarked against an industrial tool for performance evaluation. 
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1. Introduction and the State of the Art 

Computer-aided design (CAD) model reconstruction from 

point clouds represents a significant challenge at the 

intersection of computer vision, graphics, and machine learning 

[1]. In addition, CAD reconstruction technology plays a crucial 

role in various industrial applications, including grinding [2], 

additive manufacturing [3], and other reverse engineering 

technologies [4]. In CAD reconstruction, registration is a 

crucial step. It involves aligning multiple 3D point cloud views 

to create a complete model. Registration methods can be 

broadly categorized into two types: local registration and global 

registration. Local registration methods are well-suited for 

aligning partial 3D point-cloud scans at shorter distances. The 

Iterative Closest Point (ICP) algorithm, a local registration 

technique, has three variants: point-to-point ICP [5], point-to-

plane ICP [6, 7], and coloured point-cloud registration [8]. 

However, their outcome heavily relies on the initial 

transformation matrix configuration. In contrast to local 

registration, the global registration method does not need an 

initial transformation matrix for aligning point clouds over 

longer distances. Global registration methods such as Random 

sample consensus (RANSAC) [9], Faster global registration 

[10], and Truncated Least Squares Estimation And 

SEmidefinite Relaxation (TEASER++) [11] utilize Fast Point 

Feature Histograms (FPFH) to address the initial 

transformation setting challenge encountered with the ICP 

method, resulting in computational time savings. In this paper, 

the TEASER++ for global registration is improved and 

afterwards, the iterative ICP method for precise alignment is 

employed. This gradual synthesis combines two point cloud 

images with varying deflection angles into a complete point 

cloud image.  It aims to utilize this comprehensive point cloud 

data for intelligent analysis and further research and 

development in automated assembly processes.  

Sections 2.2 to 2.7 provide a step-by-step introduction to the 

TEASER++ alignment method. Section 2.8 introduces iterative 

ICP for fine-tuning the alignment effect, and Section 2.9 covers 
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the conversion of camera coordinates to the robot base 

coordinates system. Section 3 presents the validation results. 

Section 4 provides a summary covering the content, 

advantages, limitations, and future work. 

2. Solving the CAD Reconstruction Problem 

For reconstructing the CAD model a 3D camera mounted on 

a robot arm captures multiple point clouds from various angles 

(see Fig. 1Left Side). Two closed point cloud images in terms 

of angles are fed into the TEASER++ for global registration. 

TEASER++ identifies initial correspondence pairs between the 

source and target point clouds primarily using FPFH feature 

descriptions (see Fig. 1a). The translation and rotation 

invariant measurements (TRIMs) based on the initial 

correspondence pairs are calculated and limited to the noise 

bound to initially filter out the inliers, i.e., the correct 

correspondence pairs (see Fig. 1b). In the context of identifying 

correct correspondence points, the goal is to select the point 

that has the most connections to other points (see Fig. 1c). This 

selected point will then form a set of maximum clique inliers. 

To achieve this efficiently during the alignment process, the 

maximum clique algorithm will  utilized (see Fig. 1d and Fig. 

1e). Registration relies on maximum clique inliers, estimating 

the rotation matrix using the best-fitting method (see Fig. 1f), 

and determining translation vectors through an adaptive voting 

approach (see Fig. 1g). Following the TEASER++ global 

registration, iterative ICP was employed to enhance alignment 

accuracy (see Fig. 1①②③), particularly at edges and corners 

(see Fig. 1 ④⑤⑥ ). Finally, the camera coordinates are 

transformed into the robot base coordinates system to facilitate 

subsequent assembly operations. 

2.1. FPFH Feature Description and Correspondences 

Estimation 

The Fast Point Feature Histograms is an improvement of the  

Point-Feature Histogram (PFH) in the literature [12]. The PFH 

describes the points by calculating the Euclidean distances and 

normal vectors of pairs of points between each point of the 

target point-cloud with a radius of r in the target point cloud 

and statistically encoding the values of geometric relationships 

(Darboux frame 𝑢 ,𝑣 ,𝑤  and angular feature 𝛼, ∅, 𝜃 ) in the 

region of r of the points, to form a multidimensional vector to 

describe each point (see Fig. 2). [13] is mainly to compute the 

geometric relationship between each point in the source point-

cloud and each point in the neighbourhood of the source point-

cloud within the target point-cloud with r as the radius and find 

the points in the r-neighbourhood of the source point-cloud. 

A surface’s natural moving frame is constructed, known as 

the Darboux frame. Geometric relationships are defined based 

on this Darboux frame. Darboux frame origin [14] refers to the 

local coordinate system 𝑝
𝑠
: 

                               

{
 
 

 
 

𝑢 = 𝑛𝑠

𝑣 = 𝑢 ×
(𝑝𝑡−𝑝𝑠)

‖𝑝𝑡−𝑝𝑠‖
2

𝑤 = 𝑢 × 𝑣

                             (1) 

Using the Darboux frame 𝑢,𝑣,𝑤 defines the angular feature 

at 𝑝𝑡[14], which is understood as the difference between the 

two normal 𝑛𝑠  and 𝑛𝑡 . In [14], a quadruplet denoted as 

〈𝛼, ∅, 𝜃, 𝑑〉 is calculated for each pair of two pairs within the 

𝒫𝑘2neighborhood: 

                         

𝛼 = 𝑣 ∙ 𝑛𝑡

∅ = 𝑢 ∙
(𝑝𝑡−𝑝𝑠)

𝑑

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (𝑤 ∙ 𝑛𝑡 , 𝑢 ∙ 𝑛𝑡)

𝑑 = ‖𝑝𝑡 − 𝑝𝑠‖
2

                      (2) 
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Fig. 1 Truncated Least Squares Estimation And SEmidefinite Relaxation (TEASER++) and Iterative Closest Point (ICP) Working Flow 

Fig. 2 Fast Point Feature Histogram_Geometric Relationships[14] 



 Author name / Procedia CIRP 00 (2024) 000–000  3 

This computation effectively reduces the 12 values 

 ssoc  ted with two points. Equation 2 represents 𝜃 the angle 

of 𝑛𝑡 in the 𝑤 × 𝑣 plane concerning 𝑢. The value of   ct   (∙) 
in equation 2 is equal to the angle between the projection of the 

𝑛𝑡 normal vector in the local coordinates defined by 𝑝𝑠 and the 

𝑢 -axis defined by 𝑝𝑠 , as well as expressing the degree of 

rotation of 𝑛𝑡 in the 𝑢 × 𝑤 plane equal to the direction angle, 

and finding a few angles to express the relationship between 𝑛𝑡 
and 𝑢 𝑣 𝑤  is sufficient.  𝑑  stands for the Euclidean distance 

between 𝑝𝑠 and 𝑝𝑡 . 
According to the FPFH algorithm, the source point-cloud 

and target point-cloud are featured. Next, the Euclidean 

distance between each point of the two featured point clouds is 

calculated to set the threshold d. Subsequently, the key points 

are initially selected, and the pairs of points 𝑐 with similar 

featured points are maintained. Because TEASER++ decouples 

the estimation of rotation and translation. In the subsequent 

section, the translation-invariant measurements (TIMs) as an 

initial step for estimating rotation will be introduced. 

2.2. Translation Invariant Measurements (TIMs) 

TEASER++[11] reformulates the measurements to derive 

quantities that remain invariant under a subset of 

transformations, including scaling, rotation, and translation. 

The corresponding points from the source point cloud and the 

target point cloud serve as the inputs for independently 

computing TIMs. To simplify the explanation, the 

correspondence points with the account N are collectively 

denoted as a 3xN matrix 𝑪, where each point is represented 

by, 𝑐2, ⋯ , 𝑐𝑛:  

                            𝑪 =  ( 𝑐 
 

 
 , 𝑐2, ⋯ , 𝑐𝑛)                                (3) 

All the points within the 𝑪  matrix must be iterated. The 

current point is denoted as 𝑐 . The current point constructs a 

3xN actual point matrix 𝐶𝑎𝑐𝑡𝑢𝑎𝑙 , represented as(𝑐 , 𝑐 , ⋯ , 𝑐 ). 
The 3xN relative position matrix 𝑪𝑟𝑒𝑙 , which connects all the 

correspondence points in matrix 𝑪  to their corresponding 

actual points, is computed as follows: 

                               𝑪𝑟𝑒𝑙  = 𝑪 − 𝑪𝑎𝑐𝑡𝑢𝑎𝑙                                (4) 

    𝑽𝑇𝐼𝑀𝑠  calculates the pairwise relative measurements 

between all pairs of points. Specifically, each current point 𝑐  
is paired with all the other iterative points in the matrix 𝐶. The 

𝑽𝑇𝐼𝑀𝑠matrix has dimensions 3x(N∙(N-1)/2). The values of the 

𝑪𝒓𝒆𝒍 matrix from the i-th item to the last item are appended into 

the matrix 𝑽𝑇𝐼𝑀𝑠 . After processing the correspondence point 

matrix separately from both the source point cloud 𝑪𝑠𝑟𝑐 and the 

target point cloud 𝑪𝑡𝑔𝑡, we obtain the TIMs matrices for each. 

These matrices are referred to as 𝑽𝑇𝐼𝑀𝑠_𝑠𝑟𝑐  and 𝑽𝑇𝐼𝑀𝑠_𝑡𝑔𝑡. Due 

to the effect of noise, not all estimated correspondence pairs are 

usually correct, due to the negative impact of incorrect 

correspondences on the rotation and translation estimation. The 

 process of eliminating incorrect correspondence pairs will be 

introduced in the next section. 

2.3. Pruning Inlier 

A special condition is needed to exclude the incorrect 

correspondence pairs and retain the correct ones, also referred 

to as inliers. A correspondence pair is considered an inlier if it 

satisfies the two criteria.  

Before explaining the criteria, the TIM matrices derived 

from the source 𝑽𝑇𝐼𝑀𝑠_𝑠𝑟𝑐 and target point clouds 𝑽𝑇𝐼𝑀𝑠_𝑡𝑔𝑡 are 

utilized to calculate the distance vectors 𝑎 𝑗  (source) and 

𝑏 𝑗(target), which is based on the camera coordinate system. 

Equation 5 uniformly denotes distance vectors as 𝑑 . 

      𝑑 = (√𝑥1
2  𝑦

1
2  𝑧1

2 , . . . , √𝑥𝑁
2  𝑦

𝑁
2  𝑧𝑁

2)      (5) 

In [11], the generative model involves translation and 

rotation invariant measurements (TRIMs) represented by the 

norm of TIMs vectors. These TRIMs correspond to linear 

scalar measurements 𝑠 𝑗 _𝑓𝑜𝑟𝑤𝑎𝑟𝑑 and 𝑠 𝑗_𝑟𝑒𝑣𝑒𝑟𝑠𝑒 , which are 

influenced by bounded noise 𝛼 𝑗(source) and 𝛽 𝑗(target).  

            𝛼 𝑗 =
𝛿𝑖𝑗

‖𝑎𝑖𝑗‖
≤
𝛽𝑖+𝛽𝑗

‖𝑎𝑖𝑗‖
; 𝛽 𝑗 =

𝛿𝑖𝑗

‖𝑏𝑖𝑗‖
≤
𝛽𝑖+𝛽𝑗

‖𝑏𝑖𝑗‖
                (6) 

In [11], it was proofed using a triangular inequality that the 

measurement noise 𝜖 𝑗  remains below the noise bound 𝛽 , 𝛽𝑗 , 
where ‖𝜀 𝑗‖ ≤ 𝛽  𝛽𝑗 ≐ 𝛿 𝑗. 

Since inliers must satisfy two conditions, the linear scalar 

measurement is split into 𝑠 𝑗 _𝑓𝑜𝑟𝑤𝑎𝑟𝑑  and 𝑠 𝑗_𝑟𝑒𝑣𝑒𝑟𝑠𝑒 during the 

determination of these two conditions: 

            𝑠 𝑗_𝑓𝑜𝑟𝑤𝑎𝑟𝑑 =
‖𝑏𝑖𝑗‖

‖𝑎𝑖𝑗‖
; 𝑠 𝑗_𝑟𝑒𝑣𝑒𝑟𝑠𝑒 =

‖𝑎𝑖𝑗‖

‖𝑏𝑖𝑗‖ 

                  (7) 

Consider two vectors 𝑣 𝑛𝑙 𝑒𝑟_𝑓𝑜𝑟𝑤𝑎𝑟𝑑  and 𝑣 𝑛𝑙 𝑒𝑟_𝑟𝑒𝑣𝑒𝑟𝑠𝑒 to 

assess whether each element in the 𝑠 𝑗 _𝑓𝑜𝑟𝑤𝑎𝑟𝑑 and 𝑠 𝑗_𝑟𝑒𝑣𝑒𝑟𝑠𝑒  
vectors meet the criteria for being within the maximum 

allowable error 𝛼 𝑗 (source) and 𝛽 𝑗 (target). A value of 1 

indicates that the criteria are satisfied, while a value of 0 

signifies that the criteria are not met. The two criteria are: 

               
  𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 1: ‖𝑠 𝑗_𝑓𝑜𝑟𝑤𝑎𝑟𝑑  −  1‖ ≤ 𝛼 𝑗  

𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 2: ‖𝑠 𝑗_𝑟𝑒𝑣𝑒𝑟𝑠𝑒  −  1‖ ≤ 𝛽 𝑗
                  (8) 

Ultimately, 𝑣 𝑛𝑙 𝑒𝑟_𝑓𝑜𝑟𝑤𝑎𝑟𝑑  and 𝑣 𝑛𝑙 𝑒𝑟_𝑟𝑒𝑣𝑒𝑟𝑠𝑒 are 

enumerated, and the correspondence pairs are classified as 

inliers only if both vectors have a value of 1. After pruning, the 

inliers form a TEASER++ graph 𝒢(𝒱, ℰ). This graph contains 

vertices denoted as 𝒱, and each vertex is connected to a set of 

points, referred to as the edge set ℰ . The graph serves as a 

storage for both the vertices and their associated points.  

In scenarios with high outlier rates, when the graph 𝒢(𝒱, ℰ) 
is sparse, solving the maximal clique problem can be 

accomplished swiftly in practice [11]. The next section 

describes efficient approximation algorithms for finding 

maximal cliques of graphs that can be extended to graphs with 

millions of nodes [15–17]. 

2.4. Using Maximum Clique Selecting Inliers 

After pruning the inliers and eliminating significant 

incorrect correspondence pairs, the maximum clique within the 

TEASER++ graph 𝒢(𝒱, ℰ)  will be calculated. The vector 

v𝑣𝑒𝑥 𝑎𝑙𝑙  contains all the points associated with the vertices in 

the graph. The vector c 𝑒𝑑𝑔𝑒𝑠  represents the set of points 

connected to the points corresponding to the current item. 

Additionally, the vector v𝑒𝑑𝑔𝑒𝑠appends c 𝑒𝑑𝑔𝑒𝑠  corresponding 

to each vertex in the graph, while the vertices vector v𝑣𝑒𝑥  keeps 

track of the cumulative count of edges up to the first item. The 

k-core vector v𝑘𝑐𝑜𝑟𝑒  represents the count of connections for 

each point and the number of other points it is linked to. It is 
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expressed as follows, where k denotes the number of vertices 

in the TEASR++ graph: 

        𝑣𝑘𝑐𝑜𝑟𝑒  =  (𝑣𝑣𝑒𝑥2 − 𝑣𝑣𝑒𝑥 , . . . , 𝑣𝑣𝑒𝑥𝑘 − 𝑣𝑣𝑒𝑥𝑘− )      (9) 

To illustrate the complicated logic, a concise snippet of C++ 

code is utilized rather than pseudocode (see Fig. 3). The bin 

vector v𝑏 𝑛  partitions the values in the k-core vector into 

intervals of width 1, ranging from the minimum to the 

maximum value. For example, intervals include 0~1, 0~2, …, 

and 0~k. It then tallies the number of vertices falling within 

each interval that meet the interval ranges based on their c 𝑒𝑑𝑔𝑒𝑠 
size (see Fig. 3a line 8~17).  

Using the bucket sort method [18], the vector k-core order 

v𝑘𝑐𝑜𝑟eo𝑟𝑑𝑒𝑟  is organized. Specifically, the v𝑘𝑐𝑜𝑟o𝑟𝑑𝑒𝑟 involves 

arranging the index values in the TEASER++ graph based on 

the k-core vector v𝑘𝑐𝑜𝑟𝑒  values, from lowest to highest (see Fig. 

3a line 19~23). 

Once the k-core order vector has been determined, the next 

step is to determine the value of the maximum core within the 

graph. For each item in the k-core order vector v𝑘𝑐𝑜𝑟𝑒𝑜𝑟𝑑𝑒𝑟  (see 

Fig. 3b line 5), extract the current point v𝑣 connected by the 

vectors v𝑣𝑒𝑥  and v𝑒𝑑𝑔𝑒𝑠 , and store this information as the 

vector v𝑢(see Fig. 3b line 7). The k-core value corresponding 

to v𝑢 compares with the k-core value corresponding to v𝑣(see 

Fig. 3b line 8). If the criteria are met, designate v𝑤 as the rank 

in the k-core order, and verify whether v𝑤 corresponds to the 

largest k-core value (see Fig. 3b line 9~10). If the value 

corresponding to v𝑢  is not the largest k-core value, then the 

positions of v𝑢  and v𝑤  in the vector k-core order v𝑘𝑐𝑜𝑟𝑒𝑜𝑟𝑑𝑒𝑟  
will be exchanged (see Fig. 3b line 12~13).  

The k-core vector v𝑘𝑐𝑜𝑟𝑒  and k-core order vector 

v𝑘𝑐𝑜𝑟𝑒𝑜𝑟𝑑𝑒𝑟  of the steps in lines 4 to 18 of Fig. 3b need to be 

reorganized (see Fig. 3c line 2~3) before calculating the value 

of max core, to facilitate the operation of Fig. 3c to calculate 

the max core value (see Fig. 3c line 4). If the k-core 

corresponding to these vertices v𝑣𝑒𝑥𝑎𝑙𝑙in the TEASER++ graph 

exceeds the max core value, then this point is selected as an 

inlier filtered by the maximum clique algorithm. This 

maximum clique inliers p (from source point-cloud) and 

q (from target point-cloud) will serve as the inlier set utilized 

for rotation estimation. In the next section introduces best-fit 

method to estimate the rotation. 

2.5. Rotation Estimation 

The best-fitting rigid transformation calculates the rotation 

that aligns the sets of corresponding points from the source and 

target point clouds. [11]integrates the rotation estimation 

component from the [19] as its central content. Maximum 

clique inliers from the source p  and target q  point clouds feed 

into the rotation estimation, the procedure for estimating the 

rotation matrix is as follows: 

Calculate the centered vectors x  and y , m denotes the 

amount of maximum clique inliers:  

               𝑥 ≔ 𝑝 − �̅�   𝑦 ≔ 𝑞 − �̅�    𝑖 = 1, 2, … ,𝑚       (10) 

where the centroids of the weight vectors w  for both point 

sets, where w  is simplified to a 1xM vector in all terms equal 

to 1. 

                  �̅� =
∑ 𝑤𝑖⋅𝑝𝑖
𝑚
𝑖=1

∑ 𝑤𝑖
𝑚
𝑖=1

             �̅� =
∑ 𝑤𝑖⋅𝑞𝑖
𝑚
𝑖=1

∑ 𝑤𝑖
𝑚
𝑖=1

                    (11) 

The 3x3 covariance matrix 𝑺, as computed by the [19] after 

demonstrating the derivation process, is as follows: 

                                       𝑺 =  𝑿𝑾𝒀𝑇                                (12) 

Let 𝑿  and 𝒀  be 3xM matrices, where x  and y  represent 

their respective columns. Additionally, consider 𝑾 =
 𝑑𝑖𝑎𝑔(𝑤 , 𝑤2, . . . , 𝑤𝑚). 

Calculate the singular value decomposition 𝑺 =  𝑼𝚺𝑽𝑻, the 

estimated rotation follows [19]: 

                   𝑹 =  𝑽 [

1  
 1

  
  

  
  

⋱  
 𝑑𝑒𝑡(𝑽𝑼𝑇)

]𝑼𝑇                (13) 

There are two possibilities for the resulting matrix 𝑹 to be a 

rotation matrix and a reflection matrix. They are both a type of 

orthogonal matrix, preserving the lengths and angles of the 

vectors, but it is possible to distinguish whether 𝑹 is a rotation 

matrix or a reflection matrix by the fact that det(𝑽𝑼𝐓)  is 

positive or negative. Given that R is a rotation matrix 

when  det(𝑽𝑼𝐓) > 0   and a reflection matrix when 

det(𝑽𝑼𝐓) < 0, it can be concluded that the value of det(𝑽𝑼𝐓)  
must be positive to have 𝑹 as a rotation matrix. The estimated 

rotation matrix 𝑹 represents the geometric change in rotational 

angle from the source point cloud approaching the target point 

cloud after global registration, based on the camera coordinate 

system. This matrix is denoted as 𝑹𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐 . The 

subsequent section, following the estimation of the rotation 

matrix, outlines the procedure for estimating translations. 

2.6. Translation Estimation 

The maximum clique inliers from the source p  and target 

q  point clouds input to the translation estimation, the 

procedure for estimating the translation vector is as follows: 

A raw translation vector t  from the source point cloud to 

the target point cloud is determined as follows: 

                                         𝑡 = 𝑝 − 𝑞                                 (14) 

The translation vectors are estimated using the adaptive 

voting algorithm of [11]. At each t , construct the boundaries 

of the intervals𝛼 𝑐̅ and sort the 1x(2M-1) vector h  in ascending 

order, m denotes the amount of maximum clique inliers. 

for (v = 0; v < n-1; v++) {
kcore[v] = kcore[v+1] + 1; // K + 1
kcore_order[v] = kcore_order[v+1]-1;}

max_core = kcore[kcore_order[num_vertices()-1]] - 1;

(c) Max core

# include <vector>

std::vector<int> bin(k);
std::vector<int> pos(k+1);
std::vector<int> kcore(k+1);
std::vector<int> kcore_order(k+1);

for (v=1; v < k; v++){
bin[kcore[i]]++;

}

int start = 1;
for (int j=0; j < k; j++) {

int num = bin[j];
bin[j] = start;
start = start + num;

}

for (v=1; v<n; v++) {
pos[v] = bin[kcore[v]];
kcore_order[pos[v]] = v;
bin[kcore[v]]++;

}

(a) Bucket Sorting (b) K-cores

v

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23

for (d=k-1; d > 1; d--){ bin[d] = bin[d-1];}
bin[0] = 1;

for (i=1; i<k; i++) {
v=kcore_order[i];
for (j=vertices[v-1]; j<vertices[v]; j++) {

u = edges[j] + 1;
if (kcore[u] > kcore[v]) {

du = kcore[u];   pu = pos[u];
pw = bin[du];    w = kcore_order[pw];
if (u != w) {

pos[u] = pw;   kcore_order[pu] = w;
pos[w] = pu;   kcore_order[pw] = u;

}
bin[du]++;   kcore[u]--;

}
}

}

Fig. 3 Maximum Clique Core Code in C++ 

https://stackoverflow.com/questions/19744335/how-to-use-graph-coreness-to-find-the-largest-k-core-the-vertex-belongs-to
https://stackoverflow.com/questions/19744335/how-to-use-graph-coreness-to-find-the-largest-k-core-the-vertex-belongs-to
https://stackoverflow.com/questions/19744335/how-to-use-graph-coreness-to-find-the-largest-k-core-the-vertex-belongs-to
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   ℎ = (𝑡 − 𝛼 𝑐̅, 𝑡  𝛼 𝑐̅, . . . , 𝑡𝑚 − 𝛼𝑚𝑐̅, 𝑡𝑚  𝛼𝑚𝑐̅, )      (15) 

The interval centre vector h𝑐𝑒𝑛𝑡𝑒𝑟is computed from vector h 
as follows to evaluate the consensus set: 

                  ℎ𝑐𝑒𝑛𝑡𝑒𝑟 = (
ℎ1+ℎ2

2
, . . . ,

ℎ2𝑘−2+ℎ2𝑘−1

2
)                    (16) 

For each interval, it evaluates the consensus set 𝐶(𝑠) using 

the following condition [11]: 

                 𝐶(𝑠) = {𝑚: ‖ℎ − ℎ𝑐𝑒𝑛𝑡𝑒𝑟‖ ≤ 𝛼𝑚𝑐̅}                   (17) 

Truncated Least Squares (TLS) calculates a least squares 

solution for measurements, focusing on those with small 

residuals while excluding measurements with large residuals. 

TLS is insensitive to a large fraction of spurious 

correspondences when it is used to estimate the translation 

vector, but it involve hard combinatorial and non-convex 

optimization [11]. The objective function 𝑓 (𝑡�̂�) is defined as 

follows to solve the TLS estimator in polynomial time using 

simple enumeration [11]:  

            𝑓 (𝑡�̂�): 𝑡�̂� = (∑
 

𝛼𝑚
2𝑚∈𝐶𝑖
)
− 
∑

𝑡𝑚

𝛼𝑚
2𝑚∈𝐶𝑖
 𝑖 =  1,2, 3  (18) 

 𝑡 ̂ , 𝑡2̂ , and 𝑡3̂  correspond to the values of the estimated 

translation vectors 𝑋, 𝑌, 𝑍  value respectively. 𝑡�̂�   in equation 

x18 represents the value of t  in equation 14 that qualifies for 

the consensus set as t 
° in equation 17. The translation error is 

defined as ‖t 
°
  
− 𝑡�̂�‖ , which represents the 2-norm of the 

difference between the raw translation in the consensus set and 

the estimated translation vector value 𝑡�̂� [11]. Given the cost of 

each consensus set (   =  1,2, 3 ) as 𝑋𝑐𝑜𝑠𝑡 = (t 
°
  
− 𝑡�̂�) ∙

(t 
°
  
− 𝑡�̂�)

  

, the index corresponding to the minimal value of 

𝑋𝑐𝑜𝑠𝑡  is determined and return that small cost value as the 

optimal solution. The value in 𝑡�̂�  associated with this index 

represents the estimated 𝑡�̂�. 
The estimated translation vector (𝑡 ̂, 𝑡2̂, 𝑡3̂)

𝑇 represents the 

geometric shift from the source point cloud to the target point 

cloud after global registration, based on the camera coordinate 

system. This vector is denoted as  𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴,   𝑠𝑟𝑐 
𝑐 . 

In TEASER++, rigid transformations follow a two-step 

process. First, they are rotated based on the estimated rotation. 

Then, they are translated according to the estimated translation. 

Since rotation and translation are treated separately, they 

cannot be expressed in a single 4x4 transformation matrix. To 

simplify understanding, here are the formulas: 

The term  𝑠𝑟𝑐,𝑐 
𝑐  refers to each point within the source point 

cloud, based on the camera coordinate system. The source point 

cloud, which has been rotated based on the estimated rotation 

matrix 𝑹𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐 , is denoted as  𝑠𝑟𝑐,𝑐 

𝑐 ，

 

 

: 

                𝑟𝑠𝑟𝑐,𝑐 
𝑐 ，

 

 

= 𝑹𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐 ∙ 𝑟𝑠𝑟𝑐,𝑐 

𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴           (19) 

 The ‘src_aft_TEA’ coordinate system closely resembles the 

target point cloud after the source point cloud, based on the 

camera coordinate system, has undergone the estimated 

rotation matrix 𝑹𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐 . However, the translation remains 

unchanged. Consequently,  𝑠𝑟𝑐,𝑐 
src_aft_TEA  is equivalent to 

 𝑠𝑟𝑐,𝑐 
𝑐  in the equation 19. Therefore, the formula can also be 

expressed as: 

                    𝑟𝑠𝑟𝑐,𝑐 
𝑐 ，

 

 

= 𝑹𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐 ∙ 𝑟𝑠𝑟𝑐,𝑐 

𝑐                      (20) 

After rotating the source point cloud, the estimated 

translation vector is utilized to compute the rigid 

transformation of the source point cloud  𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴,𝑐 
𝑐  

following the TEASER++ method.  

           𝑟𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴,𝑐 
𝑐 = 𝑟𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴,𝑠𝑟𝑐 

𝑐  𝑟𝑠𝑟𝑐,𝑐 
𝑐 ，

            (21) 

TEASER++, while effective in global registration, still 

exhibits some inaccuracies in the finer details. Specifically, the 

edges or corners denoted as Fig. 1 ①②③ remain imprecise.  

2.7. Accurate local registration using iterative ICP 

algorithms 

To achieve more accurate alignment results, it becomes 

necessary to iterate the Iterative Closest Point (ICP) algorithm. 

After applying the TEASER++ rigid transformation, the source 

point cloud  𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴,𝑐 
𝑐  and target point cloud  𝑡𝑔𝑡,𝑐 

𝑐 , both 

based on the camera coordinate system, along with a 4x4 

Identity matrix, are then input into the iterative ICP algorithm. 

In the ICP algorithm, the translation and rotation estimates for 

each iteration are treated separately. This is unlike TEASER++, 

where ICP first translates and then rotates the point cloud [5]. 

 𝑠_𝑛𝑒𝑎𝑟_𝑡,   𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐 represents the estimated translation 

vector as it approaches the target point cloud from the source 

point cloud.  

  𝑟𝑠_𝑛𝑒𝑎𝑟_𝑡,𝑐
， = 𝑟𝑠_𝑛𝑒𝑎𝑟_𝑡,   𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 

𝑐    
𝑐 𝑟𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴,𝑐 

𝑐     (22) 

 𝑠_𝑛𝑒𝑎𝑟_t,𝑐
，

 
𝑐 refers to a source point cloud that has 

undergone translation but has not yet been rotated. The rotation 

matrix 𝑹𝑠_𝑛𝑒𝑎𝑟_𝑡 
𝑐 estimated by ICP signifies geometrically that, 

after precise alignment, the source point cloud is brought closer 

to the target point cloud.  

            𝑟𝑠_𝑛𝑒𝑎𝑟_𝑡,𝑐 
𝑐 = 𝑹𝑠_𝑛𝑒𝑎𝑟_𝑡 

𝑐 ∙ 𝑟𝑠_𝑛𝑒𝑎𝑟_𝑡,𝑐
，

 
𝑠_𝑛𝑒𝑎𝑟_𝑡           (23) 

After rotating the source point cloud, it becomes very close 

to the target point cloud, while the translation remains 

unchanged. Consequently,  𝑠_𝑛𝑒𝑎𝑟_t,𝑐
，

 
s_near_t  is equivalent to 

 𝑠_𝑛𝑒𝑎𝑟_t,𝑐
，

 
𝑐 . Equation 23 can be expressed as follows: 

                 𝑟𝑠_𝑛𝑒𝑎𝑟_𝑡,𝑐 
𝑐 = 𝑹𝑠_𝑛𝑒𝑎𝑟_𝑡 

𝑐 ∙ 𝑟𝑠_𝑛𝑒𝑎𝑟_𝑡,𝑐
，

 
𝑐                (24) 

During each iteration, two steps are executed: Equation 22 

and Equation 24. Eventually, the process converges to the 

micrometre level, with the absolute error of 

 𝑠_𝑛𝑒𝑎𝑟_𝑡,   𝑠𝑟𝑐_𝑎𝑓𝑡_𝑇𝐸𝐴 
𝑐  from Equation 22 serving as the 

termination criterion. By combining the TEASER++ method 

with the iterative ICP method, it can align two adjacent point 

clouds. Since each point cloud has a different relative position 

concerning the 3D camera, this approach can align point cloud 

images from various angles. Ultimately, this enables real-time 

360-degree scanning and complete alignment of the point cloud 

image. After scanning, the point cloud model is initially based 

on camera coordinates. However, for the subsequent assembly 

process of the robot arm, it becomes necessary to convert the 

point cloud image to the robot base coordinate system. 

2.8. Transformation of the complete point cloud from Camera 

Coordinate System to Robot Base Coordinate System 

The transformation of 𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝 
𝐶  to the robot base 

coordinate system is achieved using the calibration matrix 

𝑻𝐶 
𝐹 (see Fig. 4b). The Hand-Eye Calibration Process 

determines the calibration matrix 𝑻𝐶 
𝐹  from the camera 

coordinate system to the robot flange coordinate system [see 
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Fig. 4 a]. The transformation matrix 𝑻𝐹 
𝐵   can be obtained from 

the teach pendant (see Fig. 4b). 

              𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝 
𝐵  =  𝑻𝐹 

𝐵 ∙ 𝑻𝐶 
𝐹 ∙ 𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝 

𝐶             (25) 

The robot, equipped with the measuring tip, is positioned 

toward the centre of the Lego group (see Fig. 4c). The 𝑻𝐵 
𝑇𝐶  

value is read from the teach pendant, enabling the 

determination of the relative transformation matrix from the 

TCP to the centre point of the Lego group. 

                 𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝 
𝑇𝐶  =  𝑻𝐵 

𝑇𝐶 ∙ 𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝 
𝐵             (26) 

The new measurement for the other Lego group can be 

calculated as follows, where 𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝2 
𝐵  detected from the 

3D camera system is used in equation 26: 

            𝑻𝑇𝐶  
𝐵  =  𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝2 

𝐵 ∙ 𝑻𝐿𝑒𝑔𝑜𝐺𝑟𝑜𝑢𝑝 
𝑇𝐶 − 

            (27) 

Any tool can replace the measuring tip using equations 25 

to 27 for the new object, as well as the new camera position. 

This allows computation of the 3D pose based on the robot base 

coordinate system. The new tool can be utilized with the teach 

pendant to move the robotic arm into four distinct positions 

through tool calibration, ensuring that the TCP remains in 

contact with the same fixed position throughout.  

3. Validation 

Fig 5 Validation Results with 46 point cloud images 

To capture diverse point cloud images, tilt and rotate the 

LEGO components from various angles within 5 degrees. 

These point cloud images are then synthesized together. 

Despite high noise interference, the stability of the point cloud 

images remains intact. Using the entire point cloud data, the 

Lego Group generates the actual CAD model. (see Fig. 5) 

4. Conclusion 

In this research work, the TEASER++ method for global 

registration is employed, ensuring that the source point cloud 

closely aligns with the target point cloud. Subsequently, we 

utilize the iterative ICP method to achieve fine alignment, 

particularly enhancing accuracy in edge and corner details. 

The advantage of the proposed method is that TEASER++ 

is not sensitive to the large number of incorrect correspondence 

pairs between source- and target point clouds due to 

interference noise. Even if the object deflection angle is 

relatively large, the alignment results of the combined iterative 

ICP method are still accurate and stable. 

One limitation of the proposed method is that TEASER++ 

global registration may not achieve sufficient accuracy for 

objects with inconspicuous feature points, such as washbasins, 

toilets, and other smooth surfaces. 

In future research, we will focus on enhancing the FPFH 

feature point method to enable stable alignment of objects even 

when geometric features are not readily apparent. The 

comprehensive point cloud images obtained in this study will 

be leveraged for subsequent intelligent analyses and the 

advancement of fully automated assembly processes. (*The 

research is funded by the EU-supported RICAIP project GA: 

857306) 
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